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Abstract

In spite of the myriad of solutions proposed by industry
and the research community to address the phishing prob-
lem, the number of phishing attacks continues to grow at a
remarkable rate. This alarming trend suggests that the re-
search community must develop new approaches to solutions
that prevent phishing attacks. This paper takes a modest step
in this direction.

We present iTrustPage, an anti-phishing tool that relies on
user input and external repositories of information to prevent
users from filling out phishing Web forms. When encoun-
tering a suspicious Web form, iTrustPage asks the user to
describe the site they intend to access, as if they are enter-
ing search terms to a search engine. If the form is found in
the top search results, the form is validated, and the user can
proceed to fill it out. Otherwise, the user is presented with vi-
sual previews of the top search results: these are well-known
sites matching the user supplied search terms. Users can
either choose one of these trustworthy sites or refine their
search terms.

We present a three-pronged evaluation of iTrustPage, in-
vestigating its performance, effectiveness, and ease-of-use.
For this, we use previously collected traces of Web traffic,
data collected from our real deployment of iTrustPage, and
data collected from a controlled usability study of our tool.
Our evaluation shows that iTrustPage is effective and easy to
use.

1 Introduction

Phishing is a security attack based on social engineering,
where the attacker attempts to obtain sensitive information,
such as passwords or credit card numbers, by luring Internet
users to a fraudulent Web site that emulates the appearance
of the corresponding legitimate Web site. The initial contact
is usually done via e-mail messages that contain a link to the
fraudulent site, along with a fabricated reason for the mes-
sage recipients to login. By enticing users to fill out Web
forms on the fraudulent site, the attacker can record the sen-
sitive information entered by these users, and then use this
information to gain access to the legitimate site.

The damage caused by phishing attacks is enormous. Re-
cent studies [15, 8] estimate that the cost of phishing to the
U.S. economy is on the order of hundreds of millions of dol-
lars per year, affecting more than one million Internet users
in the U.S. alone. The more significant cost of phishing at-
tacks, however, is the collateral damage: phishing erodes
the trust that Internet users place in the Web as a secure e-
commerce platform. Indeed, a recent study [29] found that
of the surveyed people with bank accounts who do not use
online banking, 40% do not trust transactions on the Web.
Phishing is certainly a leading cause of this endemic distrust
in the Web for financial transactions.

Although phishing is a relatively recent phenomenon,

both industry and the research community have begun to
investigate solutions to protect users from phishing attacks.
Spam filters [5, 23, 11] have started to incorporate phishing-
specific signatures to stop phishing e-mails from reaching
their targets. Popular Web browsers have started to in-
clude blacklists of DNS domains and IP address ranges spe-
cific to known phishing sites [27, 24]. Several research
projects [30, 18, 40, 36] have developed password man-
agement tools for the different Web sites that users access.
Typically these tools must be activated by users when fill-
ing out Web forms; once activated, they provide a separate,
secure form for entering a password; once entered, a se-
cure hash function transforms these passwords before they
are forwarded to Web forms. By using the DNS name of
the Web site as an input to the hash function, this approach
ensures that passwords sent to phishing sites are different
from those sent to legitimate site. Inspired by identity theft
legislation, governments are currently drafting legislation to
severely punish phishers [33]. Some legislation makes it il-
legal for people to send phishing e-mail, even if they do not
actually steal any information [2]. Some governments even
force banks to compensate their customers targeted by phish-
ing attacks [12].

In spite of all these anti-phishing efforts, the phishing
threat has been gaining momentum. Phishing is growing
at a phenomenal rate: the number of reported Web phish-
ing sites grew by an order of magnitude between 2004 and
2006 [1]. Some in the banking industry claim that phishing is
quickly becoming the single most important source of fraud
they deal with [4]. Recent phishing e-mails are becoming
very sophisticated and hard to filter; they may include per-
sonalized information, specific to the targeted user [21]. All
these alarming trends indicate that our current anti-phishing
efforts have done little to stop the growth of phishing. We
believe, therefore, that the research community must develop
new approaches to anti-phishing solutions, to reverse the cur-
rent trends.

In this paper, we take a modest step in this direction. Our
approach is based on two key observations:

• Rely on user input: We can rely on user input to help
with the process of disambiguation, as long as the re-
quests we make of the user are simple and intuitive.
Certain decision making tasks arevery difficult to au-
tomate reliably, yet are relatively easy for people to de-
cide. For example, the task of deciding whether the vi-
sual output of two Web sites is similar can be very hard
for a program to get right, yet is an easy task for a user.

• Use external information: We can use external infor-
mation repositories on the Internet to assist the user with
decision making. There are a variety of sources of in-
formation on the Internet that can be used to help es-
tablish the legitimacy of a particular Internet site and/or
Web form. For example, many phishing attacks target
well-known and popular Web sites that are long-lived
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and have a large number of in-links from other sites.
Many Internet search engines such as Google, Yahoo!,
and Windows Live Search are good at identifying such
sites.

In this paper, we present the design and implementation of
iTrustPage, an anti-phishing solution based on these two ob-
servations. We believe that these observations can also be
used in many ways beyond the specific design of our tool to
address the phishing problem.

iTrustPage is a Web browser extension that implements a
new approach to prevent users from entering any information
into suspicious Web forms. When a user attempts to fill in
a form that iTrustPage has not seen before, iTrustPage uses
Google to check the PageRank [6] of that form, and if the
PageRank exceeds a threshold then the form is considered
valid. If not, iTrustPage intercepts the user input, and instead
asks the user to enter search terms that describe the Web form
they intended to visit. iTrustPage uses these search terms to
perform a Google search for established Web forms, so that
when the current Web form appears among the top results1

then this form is considered valid, and the user is allowed
to fill it out. If the current form does not appear in the top
search results, then the user is shown visual previews of the
forms that do appear in the top search results, and is asked
whether any of those forms match the visual output of the
current form. If a match is found, the current form is likely
to be a phishing form, so iTrustPage prevents the user from
filling it out and redirects the user to the established Web
form.

In our initial design, the tool tried to automatically ex-
tract identifiable information from the Web forms visited
by a user, such as common words or the page’s main logo.
iTrustPage used this information to construct Google search
terms to find more established Web forms. If such a form
was found, the user was transparently redirected to the more
established Web form. However, we quickly realized that
this initial approach was flawed: there are numerous ways
for an attacker to create a Web site that appears visually sim-
ilar to an established site, while still misleading our toolinto
extracting incorrect search terms. For example, the phisher
could present a Web form as an image, an Active-X con-
trol, or a Flash script hidden in a JavaScript program, and
surrounded by a large amount of bogus information. As a
result, we discarded this approach.

In some cases, iTrustPage might be unable to determine
whether the Web form is a phishing form: if none of the
more established Web forms returned by Google are visually
similar to the desired form. We believe that this case is fun-
damental to any phishing detection tool; all tools sometimes
cannot determine whether a site is legitimate or not. Unfor-
tunately, there is no easy way to deal with this case. One
possibility is to block the user from filling out such forms.
While this option might appeal to corporate system admin-
istrators, we believe that many home users would find this

1Currently, iTrustPage uses only the top 10 results returned.

option annoying enough to stop using the tool. Another pos-
sibility is to raise a special warning before allowing the user
to fill out the form. However, warnings have been shown
to be ineffective: most users ignore them when they don’t
understand the implications [7, 35, 10].

In our evaluation, we will show that it is relatively rare
when iTrustPage cannot determine whether a Web form is
phishing or legitimate. In such cases, our tool uses an adap-
tive mechanism. Users are asked to revise their search terms,
and the new search terms are used to find additional estab-
lished Web forms. iTrustPage repeats this cycle a variable
number of times, based on the PageRank of the current form.
If the current form’s PageRank is high, the cycle is repeated
a few times; if not, the cycle is repeated many times. In the
rare case that after revising the search terms, iTrustPage still
cannot determine whether the form is legitimate, a warning
is raised and the user is allowed to fill out the form if they
want. Our preliminary deployment numbers show that this
case only arises 7% of the time. Once a Web form has been
deemed legitimate, iTrustPage caches this decision and the
user will never be blocked from filling it out.

We present a three-pronged evaluation of iTrustPage. We
start by investigating the performance of iTrustPage and we
show that the overheard added by our tool is negligible. Sec-
ond, we present preliminary results from our current deploy-
ment of iTrustPage. We show that iTrustPage can automati-
cally classify as “established” 32% of the online U.S. banks,
online escrow services, and online travel agencies that we
tested it with. We have implemented our tool as a FireFox
extension and we have made it available for download. In
just 31 days, our tool has been downloaded 905 times and
we have received usage logs from 388 unique IP addresses.
We present an analysis of our tool’s effectiveness based on
reported usability statistics collected from our deployedsoft-
ware. Our current implementation collects these statistics
and anonymizes them to protect our users identities; it also
allows users to disable reporting entirely. Third, we present
a controlled usability study we conducted to determine how
people react to iTrustPage. We found that people can de-
scribe pages and tended to rate their tasks as “Easy”.

2 Background and Related Work

In this section, we start by classifying current anti-
phishing tools and techniques into four broad categories. Af-
ter this categorization, we summarize the results of five pre-
vious participant studies on the behavior of Internet users
when facing phishing sites. We believe the results of
these studies results portray the seriousness of the “phishing
threat”.

2.1 Spam Filters and Blacklists

One approach relies on spam filters and blacklists to au-
tomatically prevent users from visiting a phishing site. Al-
ready there are many phishing-specific filters for popular
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email software (e.g., Exchange Server 2003 SP2 [23], Out-
look [25], and SpamAssassin [32, 11]). Many Web browsers
also incorporate blacklists to prevent users from visitingspe-
cific Web sites based on the domain or the IP addresses they
are served from. Microsoft’s new IE7 browser, Mozilla’s
FireFox 2, and Opera from version 9.1 all include lists of
known phishing sites. If such a site is visited, the browser
will either warn the user or block the site outright [14]. Very
recently, a company has started to offer a special DNS ser-
vice that filters out known phishing domains [20].

Some advantages of this general approach are its simplic-
ity, transparency, and ease of deployment. Web browsers
and spam filters are already highly popular. Automatically
deploying filters and blacklists is easy to setup, and much of
their functionality remains transparent to most users.

While effective, this class of solutions alone will not elim-
inate phishing attacks. Spam filters are not perfect. Phishing
sites must be quickly discovered and added to blacklists, es-
pecially since the average uptime of a phishing site was only
4.5 days in August 2006 [1]. Studies have shown that many
users ignore browser warnings when they do not understand
their implications [35, 10, 7]. All these reasons lead us to be-
lieve that spam filters and blacklists will have only a marginal
and temporary effect on the prevalence of phishing attacks.

2.2 New Web Authentication Tools

Another approach is to invent new Web authentication
schemes that replace the current approach of users enter-
ing passwords directly into forms. Different techniques have
been proposed to replace current authentication protocolsbe-
tween users and Web sites.

One such technique is out-of-band authentication, where
users are asked to login through a different channel, more
secure than the Web, such as a cell-phone [28] or a virtual
machine [19]. Unfortunately, some of these techniques are
subject to man-in-the-middle attacks [31]. Furthermore, out-
of-band techniques can be logistically difficult to deploy.

Several research projects have proposed using password
managers to protect users’ credentials [18, 30, 40]. Almost
all these tools rely on a technique known as “password hash-
ing” to ensure that one user never re-uses a password on more
than one site. The idea is simple: these techniques use some
server-specific information (for example, its SSL certificate
or its domain name) combined with the user’s password as
input to a secure hash function, whose output is forwarded
to the server. In this way, the password manager ensures that
even when phished, users do not divulge their passwords;
instead, they divulge their passwords hashed with informa-
tion specific to the phishing site. Phishers cannot reuse these
passwords on the legitimate site.

The password hashing approach is both elegant and very
effective. Unfortunately, password managers have not been
quickly adopted by either users or Web sites. We believe sev-
eral reasons are responsible for the moderate success of these
tools. First, some tools have deployment issues. For exam-

ple, when resetting a password, many Web sites today send
an e-mail message containing a new, perhaps temporary,
password. The user must enter this new password to login,
which requires disabling the password manager. The user
then logs in with the temporary password, visits a form that
allows users to change their password, and then re-enables
the password manager to generate the permanent password.
To handle this issue, many password managers use a special
sequence of keys (e.g., typing the character ’@’ twice) or a
toolbar button to activate or de-activate them [18, 30, 40].
De-activating a password manager is dangerous because the
user becomes exposed to phishing attacks. Also, a recent
study [7] found that many participants forget to activate (or
re-activate) their password managers.

The same study [7] revealed a more subtle issue with
password managers. The concept of password hashing is
not easy to explain to many people, especially novice users.
Some people’s mental process of how online authentica-
tion works differs substantially from what password hashing
does. As a result, users become frustrated, and they misun-
derstand when the tool is protecting them and when it is not.
Ultimately, this leads to users still being exposed to phish-
ing attacks. We believe that this is an important lesson: to
be effective, a tool must be simple and intuitive, fitting most
users’ mental model of how Web browsing works.

2.3 New Web Interfaces

Another approach is to design Web interfaces that are less
vulnerable to phishing sites. One such example is to re-
quire users to access important Web sites only through user-
created labels [40]. In these cases, users have to go through
an initial setup phase where they assign special labels to each
of their important Web sites. From then on, as long as users
visit their pages only by clicking on the appropriate label,
they cannot be phished.

Another example allows users to create personalized vi-
sual clues and associate them with important Web sites.
Many popular Web sites (e.g., Yahoo) have started to adopt
this technique. Because a phishing site cannot know the
correct visual clue, users can immediately detect when ac-
cessing a phishing Website because their personalized clue
is missing or incorrect.

The main disadvantage of both these approaches is that
they place the burden on the user to notice the absence of
personalized clues or to never forget to access the important
sites through their preset labels. These tools protect onlythe
most diligent Web users, the ones who will always carefully
check the authenticity of the Web forms they are about to fill
in with their sensitive information. Unfortunately, studies [9,
35] have shown that many Internet users are not very careful
when filling forms online.

A different approach is to use automatic tools to fill in
forms. Such tools remove the need for Internet users to type
their credentials into online forms. These tools can then per-
form extra security checks to make sure that the form is le-
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gitimate. Web Wallet [36] is a tool that automatically fills
in previously saved passwords. When the user is phished,
Web Wallet detects that the current form has not been vis-
ited before. In this case, it presents the user with a list of
previously filled-in forms; the user must review this list and
either continue or choose one of the previous forms. If the
user chooses to continue, Web Wallet issues a warning if the
site has not been verified by TrustWatch [16], a site serving
a list of verified Web forms.

On the surface, Web Wallet is similar to our tool: when
filling out a new password field, the user is presented a list
of previously filled-in forms (which are presumably legiti-
mate). However, we believe iTrustPage is based on different
insights than Web Wallet. Web Wallet relies on three mech-
anisms to prevent phishing: (1) automatic detection of pass-
word fields, (2) previously filled-in password fields, and (3)
relying on users to notice and understand the description of
a Web form (even when that description might not be avail-
able). We believe that automatic detection of password fields
can be “fooled” by clever Web forms (e.g., using Active-X
controls or Flash scripts). Also, we think that a good security
principle is to reduce the amount of confidential information
stored and managed automatically by tools. Unfortunately,
Web Wallet has to maintain a list of previously filled-in pass-
words. Instead iTrustPage is centered around two different
observations: (1) users can describe the forms they are about
to fill in, and (2) these descriptions can be used to find more
“established” forms on the Web; when such a form exists,
most likely the current form is phishing.

2.4 Centralized Approaches

A different approach uses a centralized server that tracks
when users provide the same password to different sites [13].
The main observation behind the password-tracking ap-
proach is two different sites appear to have when users with
the same password on both sites, most likely one site is
phishing the other. The main benefit of this approach is that
servers and sites can actively deploy and use such a solution.
Instead, most of the previously described approaches (and
our tool as well) are deployed at the client’s end rather thanat
the server. Many issues have been raised regarding central-
ized approaches, including protecting users’ privacy, filter-
ing information introduced by phishers to poison the server’s
data, and whether the detection of phishing sites can be done
sufficiently early to rescue any potential victims.

Another approach also uses the notion of visual similarity
(i.e., page layouts and style) of Web sites [22]. Site own-
ers submit their legitimate URLs and keywords to a central
server. When the user recieves an e-mail message with simi-
lar keywords, the system compares the visual similarity of
the linked page in the e-mail message with the registered
legitimate pages. Although this is an interesting approach,
there are three key problems. First, it relies on site own-
ers submitting their keywords and URLs, and phishers may
attack this mechanism. Second, we believe it is possible

for this type of heuristic to be misled by clever Web forms,
which is why our tool relies on people to perform the visual
comparisons. Third, the phisher may attempt to hide the rel-
evant keywords in the phishing e-mail message.

2.5 Participant Studies on Phishing

In this section, we briefly summarize the results of five
participant studies of how users behave when facing phish-
ing sites and when using different anti-phishing tools. Over-
all, these studies paint a pessimistic picture of our progress
against the “phishing threat”: it is very easy to mislead peo-
ple into divulging their credentials with common phishing
attacks.

Dhamijaet al.[9] asked 22 participants to decide whether
or not 20 websites are legitimate. They found that the partic-
ipants made mistakes 40% of the time. Even worse, the best
phishing website fooled 90% of the participants. Warnings
are ineffective: 68% of the participants “proceeded without
hesitation when presented with [certificate] warnings”.

Wu et al. [35] explored how well anti-phishing toolbars
stop people from using a fraudulent Web site. They found
that active warnings (e.g., pop-up warnings) are more effec-
tive than passive security cues. Even active warnings failed
to prevent some of the participants from falling victim to the
phishing sites. Even worse, some participants thought the
warning given by the toolbar was invalid.

Downs et al. [10] performed a preliminary interview
study including 20 participants with no computer security
experience. They found that many users cannot distinguish
legitimate e-mail from phishing e-mail. Many participants
miss cues in the address bar, and they do not interpret pop-
up messages in meaningful ways. They also found that se-
curity tools need to recommend a course of action instead of
merely giving warnings.

Jagaticet al. [21] performed an actual phishing attack
against 581 students at Indiana University in April 2005. The
experiment used publicly available information to personal-
ize their phishing e-mails. 72% of targeted students gave
away their username and password when the e-mail message
appeared to be from a friend. When the e-mail is sent from a
fictitious person, the successful phishing rate drops to 16%.
In the first 12 hours of their experiment, 70% of the total
phishing responses occurred. Their findings illustrate that
more sophisticated phishing attacks, such as sending person-
alized phishing e-mails, have very high rates of success.

Chiassonet al. [7] explored the usability of two password
managers with 26 participants, as mentioned earlier. Their
participants had difficulty building a mental model of the
software – they do not have an understanding, even at a high-
level, of what the software is doing. This led to frustration
and misconception leading to dangerous security exposures.
They also found that participants tend to dismiss warnings
when their message is unclear.
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2.6 Summary: Lessons Learned

In this section, we summarize the lessons learned from
the above related work. The recent exponential growth in
the number of new reported phishing sites [1] suggests that
our current anti-phishing arsenal does not appear to be very
effective. We believe that these lessons help us better identify
different strategies for dealing with phishing.

• To be effective, an anti-phishing tool must be intuitive
and simple-to-use. It can rely on users only to perform
very simple tasks they normally perform when brows-
ing the Web.

• Relying on users to be diligent and check for signs of
suspect e-mails or Web sites can be only marginally
successful.

• More sophisticated phishing attacks, such as the ones
sending personalized e-mails, have high rates of suc-
cess. It is difficult for spam filters to identify and elimi-
nate personalized phishing e-mails.

• Many phishing sites are short-lived. To be effective,
techniques based on detecting these sites and blocking
users from visiting them must act quickly.

3 Our Approach

In this section, we present the design and implementation
of iTrustPage, our tool that prevents users from filling out
phishing Web forms. The design of iTrustPage is based on
two observations: (1) we can rely on users to assist with the
process of deciding whether a site is legitimate or fraudulent,
as there are certain tasks that are very simple to ask people to
do, yet are very difficult to automate reliably; and (2) we can
use external information repositories, such as Internet search
engine results, to assist with the process of deciding whether
or not a given Web site is legitimate. User input is needed
for two tasks: (1) describing search terms for a questionable
Web form they are visiting to see if it is a well-known and
established site; and (2) performing visual comparisons of
Web forms that may be hosted by phishers with Web forms
arrived at via search engine results. The external informa-
tion repositories used by iTrustPage are simply the Google’s
search index and the PageRank information.

The biggest difference between our tool and previous
anti-phishing tools is that iTrustPage relies on users to per-
form simple tasks to assist with validation decision making
process, rather than always attempting to make the valida-
tion decision automatically. The remainder of this section
presents a step-by-step description of how iTrustPage works,
along with the intuition behind each step as well as present-
ing possible alternatives. Our goal is not to demonstrate that
the algorithm or the user-interface used by iTrustPage are
flawless. Instead, we hope to convince that iTrustPage’s ap-
proach, which involves users performing simple tasks to as-
sist with decision-making, is a promising alternative for pre-
venting users from becoming victims of phishing.

3.1 Automatic Classification

The first step that iTrustPage performs is to attempt to au-
tomatically decide whether a given Web form that user visits
is legitimate. First, it maintains a local cache of all previ-
ously validated Web forms visited by a user, as well as those
forms manually approved by the user. In this way, iTrustPage
neverdisrupts users when they revisit a Web form. For first-
time visits, iTrustPage uses conservative heuristics to deter-
mine automatically that a particular form is “established”: it
has been long-lived, many other Web pages link to it, it is
served from a very popular domain, and it has been visited
by other Web users. Automatic validation makes iTrustPage
easier to use: the tool remains transparent when the heuris-
tics determine a form to be legitimate. However, using such
heuristics does come with certain risks; phishers may react
to iTrustPage by attempting to manipulate these heuristicsto
their advantage, making iTrustPage validate illegitimatesites
automatically. We believe this is a fundamental trade-off be-
tween security and usability.

iTrustPage uses two very conservative heuristics to auto-
matically check whether a Web form is “established” or not.
The first heuristic is to check Google’s PageRank of the Web
form. Google provides a Web service that takes as input a
URL and returns the URL’s PageRank. The PageRank is a
number between 0 (low) and 10 (high). Most sites have a
PageRank of 0; only a few very popular sites have a PageR-
ank higher than 8 (e.g., Google’s search page has a PageRank
of 9). iTrustPage requires a PageRank of at least 5 to auto-
matically label a form as “established”, after which it never
prevents the user from filling out that form.

In addition to checking the PageRank of the actual form
URL, iTrustPage also looks at the sequence of URLs ac-
cessed immediately preceding the form. If any previous
URLs are served by the same site as the form, then the
PageRank is calculated for each of those previous URLs, and
the maximum PageRank value is used to make the decision.
The intuition behind this process is that often the URL of a
form at a popular site will have a very low PageRank, yet the
site homepage that contains a link to that form will have a
very high PageRank.

The second heuristic is to check whether TrustWatch has
validated the Web form. TrustWatch is a free online service
that maintains a whitelist of Web sites that they have verified
to be reputable. This heuristic is also very conservative: most
Web sites are not verified by TrustWatch. TrustWatch has
become popular recently and it is also being incorporated
into other anti-phishing tools [36].

In Section 4.2, we present several experiments showing
that our heuristics are indeed conservative, allowing users to
fill out only well-established Web forms, thereby confirming
our hypothesis that the automatic classification component
of iTrustPage strikes a reasonable balance between security
and usability.
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Figure 1. iTrustPage displaying its interface overlay: On the left, the user is visiting http://www.heinket.de, a well-known site phishing
PayPal. Once the user enters their search terms (in this case“paypal”), iTrustPage previews the legitimate site, http://www.paypal.com.

3.2 Interactive Site Validation

When the automatic classification step fails to validate a
particular Web form, iTrustPage forces the user to get in-
volved in the validation process. Whenever users attempt to
fill out a Web form using their keyboard, iTrustPage presents
an overlay on the browser window that asks them to describe
the form theyintendto fill in, as if they are entering search
terms to a search engine. iTrustPage uses the search terms
to issue a search query using Google. If Google’s search
engine returns the form’s Web site (i.e., its domain name)
among the top 10 results, then iTrustPage infers that the Web
site that serves the form is legitimate, and therefore the user
is allowed to fill out the form.

The fact that the site appears in the top 10 search results
means that the Google crawler indexed the site, that many
other sites link to it, and that the site is most likely not short-
lived. Since the user selected the search terms that led to the
search results, this means that the form presumably matches
the user’s intent. Once a form is deemed legitimate, iTrust-
Page remembers that decision and will not intervene again.
As future work, we could improve this mechanism by in-
cluding the query results from other search engines, looking
at other information repositories, such as the Whois domain
registration database, and investigating whether “top 10”is
the best number of search results to check (we used this num-
ber because it is the first page of results).

If the Web site that hosts the form does not appear in
the top search results, iTrustPage then fetches the page con-
tents of the top 10 search results. iTrustPage presents the
user with a visual preview of those pages and asks the user
if any of the search result pages are visually similar to the
Web form they intended to access. If the user detects a vi-
sual similarity, then the original form is probably a phish-
ing form. Therefore, iTrustPage immediately redirects the
user away from the original form to the legitimate form
found in the search results. Figure 1 illustrates iTrustPage’s
search interface overlay when visiting a questionable Web

form (in this casehttp://www.heinket.de, a well-
known phishing site spoofing PayPal). In fact, this Web form
was phishing PayPal; once the user entered the search term
“paypal”, iTrustPage previews the legitimate site,http:
//www.paypal.com.

3.3 Revising Search Terms

In some cases, the user will not find the intended Web
site among the top 10 search results. When this happens, the
user is asked to refine the search and the previous step is re-
peated. The goal is for the user to provide a better description
of the Web form they intended to access. In our experiments
(described in Section 4.2), we encountered cases when users
succeeded in finding the intended Web site among the top 10
search results only upon their second or third search attempt.
Nevertheless, it is possible (although not very common) that
users may never find the desired site among the top search re-
sults. In this case, iTrustPage is unable to determine whether
or not the form is a phishing attack.

We implement an adaptive strategy in determining how
many times to ask the user to refine the search before giv-
ing up and just raising a warning that states that iTrustPage
was unable to determine the legitimacy of the form. Based
on our experiments, we found using the form’s PageRank to
determine the maximum number of iterations works well in
practice. If the PageRank is low, iTrustPage is more persis-
tent, asking the user several times to refine the search; when
the PageRank is higher, iTrustPage is less persistent, ask-
ing the user only a few times. Our current implementation
uses the difference between our PageRank threshold for es-
tablished Web sites (set to 5) and the form’s PageRank; if the
form’s PageRank is 0, then iTrustPage asks the user to refine
the search five times; if the PageRank is 4, the user is asked
only once.

While we make every effort to ensure that it only occurs
rarely, the problem that iTrustPage faces, of being unable to
determine whether or not a particular Web form is a phishing
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attack, is common to all detection tools, whether they try to
detect phishing, spam e-mail, or malware. Sometimes there
simply isn’t enough information to reliably make the correct
decision. When such cases occur, iTrustPage first raises a
warning box, and then allows the user to proceed.

3.4 Implementation Details

In this section, we present additional lower-level issues
related to our tool’s implementation. iTrustPage is imple-
mented as an extension to the FireFox web browser. We have
tested it on several commodity OSes, including Windows,
Linux, and Mac OS X. Its source code is 5,200 lines of code
and it is freely available to download [3]. iTrustPage was re-
leased on October 18, 2006 and it has been downloaded 905
times already. We find these preliminary numbers encourag-
ing.

To improve the interactive performance of iTrustPage,
once a user visits a page, iTrustPage immediately prefetches
the PageRank and the TrustWatch verification information,
even if the user has not attempted to type anything on that
page. In this way, iTrustPage can check whether the form is
well-established before the user has started to fill it. With-
out this prefetch, iTrustPage would have to block the user
from filling the form briefly while retrieving its PageRank
and TrustWatch status. We implement this prefetching step
asynchronously to avoid interfering with the user experience
while loading the Web page.

When the user navigates to a page already deemed legiti-
mate, we do not re-check pages in the user’s navigation path
until they leave the domain. For example, if the user starts
at http://www.apple.com/ and clicks on an internal
link then we do not need to check the internal link’s status.
Once the user clicks on an external link then we re-enable
checking of page statuses.

iTrustPage is configured to not block a user’s interaction
with a Web form until they use the keyboard or bookmark the
page. iTrustPage ignores common Firefox keyboard control
characters such as the spacebar, “Mac” key, control keys, and
so forth. iTrustPage can optionally be configured to block
user interaction on page open; to only check pages with input
boxes; and to only check when the user clicks on a form
element. iTrustPage does not currently deal with embedded
objects (e.g., Flash and ActiveX) because it does not receive
their keyboard events. We leave implementing this detail as
future work.

3.5 Circumventing iTrustPage

In this section, we describe how phishers might try to cir-
cumvent the detection algorithm implemented by iTrustPage.
We anticipate three types of attacks.

One way to circumvent iTrustPage is to create a phishing
form hosted on a Web site with a high PageRank. There are
two ways to do this. First, an attacker can break into a pop-
ular Web site and replace one of their pages with a phishing
form. While this attack is possible, most popular sites are
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Figure 2. Latency overhead due to iTrustPage is small:Cumu-
lative distribution of the ratio of latency to load a Web pagewith
iTrustPage running to loading that same Web page in the absence
of iTrustPage. To account for variability of the propertiesof the
network, we also plot the ratio of two consecutive loads of the same
page without running iTrustPage. The curves’ shape is similar sug-
gesting that iTrustPage’s latency overhead is negligible.

typically well monitored, and such an attack would likely
not go undetected for long.

Second, an attacker could use a “Google bomb” attack:
influencing the ranking of a page by creating a large number
of sites linking to it. While such attacks are not rare, this
would drastically raise the costs of setting up a phishing site,
whereas setting up a phishing site online today is simple and
inexpensive. Also, iTrustPage could be modified to use mul-
tiple ways to determine when that a form is legitimate, such
as including the results form other search engines, or using
a decentralized reputation system. We plan to explore these
alternatives in future work.

iTrustPage also relies on an implicit assumption: the
user’s browser has not been compromised. If the browser
is compromised then an attacker can easily disable iTrust-
Page’s functionality. From the beginning, we decided not
to engineer against such attacks: if the browser is compro-
mised, the user is subject to more harmful attacks, such as
malware, viruses, spyware, or Trojan horses.

4 Evaluation

In this section, we take a three-pronged approach to eval-
uating iTrustPage. We start by characterizing iTrustPage’s
performance overhead on the browser when loading Web
pages. Next, we measure iTrustPage’s effectiveness in two
ways: (1) by evaluating how often iTrustPage validates a
Web site automatically, and (2) by evaluating how much ef-
fort users expend on validating their Web forms with iTrust-
Page. Finally, we present the results of the usability study
we performed about iTrustPage in our lab.

4.1 Performance Evaluation

In this section, we characterize the performance overhead
of using iTrustPage. We measure the bandwidth and latency
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overhead imposed by our tool when loading a Web page. Af-
ter presenting the methodology of our performance experi-
ments, we describe our results.

4.1.1 Methodology

Because we expect that most users will run iTrustPage on
their home machines, we avoided using a fast machine to
measure iTrustPage’s performance. Instead, we use a Pen-
tium III 1GHz machine with 256MB of RAM, connected to
the University of Toronto’s network, running FireFox 1.5.0.7
in a Linux RedHat Enterprise environment. We instrumented
FireFox to report when loading a page starts and when the
page loading completes. We also record the amount of band-
width consumed to fetch pages, based on tcpdump running
in the background.

To evaluate the performance overhead of page loads, we
used a list of 115 U.S. banks’ Web sites randomly chosen
from Yahoo Directory [39]. For each Web site, we record
its load time and the amount of bandwidth consumed in an
unmodified browser and in a browser running iTrustPage.

4.1.2 Results

For each Web site, we compute the ratio of its loading
time in a browser running iTrustPage to the loading time in
an unmodified browser. Ideally, in the absence of any per-
formance overhead, this ratio would be 1. In practice how-
ever, two factors contribute to this ratio being different than
1: first, our tool adds overhead; second, the measurements
are done at slightly different points in time. Therefore, unsta-
tionarity of network properties may make the loading times
slightly inconsistent. To separate these two factors, we also
measured the ratio between two consecutive loads of each
page without running our tool.

Figure 2 plots the distribution of these ratios for all 115
pages loaded. The two curves have similar shapes suggest-
ing that the dominating source of errors in measuring page
load times is network unstationarity. The extra overhead
added by our tool is negligible: on average, our tool adds
27 milliseconds to the load time of a page. As we men-
tioned in Section 3, iTrustPage implements its calls to the
Web site’s PageRank and TrustWatch index asynchronously.
Therefore, iTrustPage adds negligible overhead when brows-
ing the Web. Also, in our field trials no user mentioned that
a browser appears more sluggish once it runs iTrustPage.

Although we do not present these results, we also found
that the bandwidth overhead due to iTrustPage is small. On
average, iTrustPage consumes 23KB extra per page, due to
its queries for Google’s PageRank and TrustWatch. iTrust-
Page’s overhead was at most 40KB for 90% of the banks’
Web sites.

4.2 Evaluating the Effectiveness of iTrustPage

This section’s goal is to evaluate how well iTrustPage
works. For this, we attempt to answer the following three
questions:

1. Does the automatic component of iTrustPage correctly
classify Web sites as legitimate?

2. How often can iTrustPage validate Web sites interac-
tively?

3. How often do users need to revise their search terms?

After describing the methodology of our experiments, we
present our results.

4.2.1 Methodology

We use five datasets in our experiments. Some datasets
capture all Web sites visited by a group of users over time.
Other datasets capture Web sites belonging to certain cat-
egories, such as online banks, escrow services, or travel
agencies. In this way, we can evaluate iTrustPage on traces
of typical online activity as well as on specific types of e-
commerce sites. These datasets are:

Research log:A list of Web requests made by a group
of 14 researchers at a research institute over three and a half
months. This data is collected at a Web proxy. This data does
not include any requests made over SSL. Figure 3 presents a
high-level summary of this dataset.

IRCache log: A list of Web requests made by 8,714 users
over six and a half months. This data is collected at several
deployed Web caches. This trace also does not include any
requests made over SSL. Figure 3 presents a high-level sum-
mary of this dataset.

Good sites: A list of 1,872 e-commerce Web sites. We
downloaded the URLs of all Web sites posted on Yahoo Di-
rectory in three categories: online U.S. banks [39], onlinees-
crow services [38] (this category includes PayPal), and travel
agencies [37]. We call this dataset “Good Sites” because it is
likely that no Web site posted in these categories on Yahoo
Directory is a phishing site.

Bad sites: A list of 8,489 blacklisted phishing Web
sites. We obtained this dataset by combining a blacklist
from Google’s Safe Browsing for FireFox project [17] and
a blacklist from MillerSmiles, an anti-phishing site in the
U.K. [26].

Deployment log: We instrumented iTrustPage’s imple-
mentation to gather usage statistics. Due to privacy reasons,
we do not collect the number of Web sites visited by users,
or other similar statistics not directly derived from usingour
tool. All information collected is anonymized before it is
written to disk. iTrustPage sends this information to us once
a day. Once sent, these usage logs are erased from the user’s
machine.

We released iTrustPage on October 18th, 2006. Over 31
days, the tool was downloaded 905 times. In total, we re-
ceived 964 day-long logs from 388 unique IP addresses. Fig-
ure 3 summarizes some high-level statistics about our de-
ployment data.
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Figure 3. High-Level summary of our datasets: The Research log traces Internet users at a research institute. The IRCache log traces
typical Internet users by capturing logs at several deployed Web caches. The Deployment Log includes the statistics captured by our tool
about its use.
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Figure 4. Evaluation of iTrustPage’s automatic classification
of Web sites as legitimate:iTrustPage can automatically validate
32% of the good sites (banks, online escrow services, and travel
agencies). iTrustPage asks users to manually validate the vast ma-
jority of the bad sites (sites listed on two popular blacklists). iTrust-
Page also automatically validates 20 of the bad sites. Upon manual
inspection, none of these 20 sites appeared to us to be a phishing
site.

4.2.2 Results

We start by investigating whether iTrustPage’s automatic
classification of Web sites as legitimate is correct. iTrustPage
automatically validates any Web form whose PageRank is at
least 5 or any form that TrustWatch has validated manually.
We use two datasets for this experiment: the good sites and
the bad sites. Ideally, iTrustPage should never validate au-
tomatically any Web sites from the Bad Sites list, otherwise
its behavior is erroneous. However, iTrustPage should vali-
date automatically some Web sites from the good sites list,
otherwise this mechanism provides no benefit.

Figure 4 presents the results of our experiments. While
iTrustPage’s automatic classification can directly validate
32% of the good sites, iTrustPage asks for manual validation
for 99.8% of the bad sites. Nevertheless, there are 20 bad
sites that are automatically validated by iTrustPage. Upon
manual inspection, we found that these sites appear to be le-
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Figure 5. iTrustPage can automatically verify many Web sites
browsed by users:Approximately 40% of all Web sites visited by
typical Internet users can be automatically verified by iTrustPage.

gitimate; this list includedgoogle.cn, several Web sites
serving ads, and several Web sites whose domain names
listed IP addresses rather than DNS names.

While Figure 4 shows that iTrustPage can automatically
validate 32% of the banking sites, escrow services, and travel
agencies, it is less clear what fraction of Web forms encoun-
tered during day-to-day browsing can be automatically val-
idated and what fraction need manual intervention. Unfor-
tunately, due to privacy concerns, our deployment logs do
not record all Web forms visited by users; instead, we only
record the forms for which iTrustPage needed manual inter-
vention. This lack of data prevents us from measuring the
total number of forms visited by users. Nevertheless, we can
use the Research log and the IRCache log as a first order
approximation of day-to-day browsing activities. We built
a simple script that simulates iTrustPage running on these
logs. Figure 5 shows that about 40% of all Web sites visited
by typical Internet users would end up being validated auto-
matically. This finding suggests that iTrustPage’s automatic
validation is useful, leading to fewer user interruptions and
better overall usability.

Once a Web form is deemed legitimate, either automat-
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Figure 6. iTrustPage’s cache hit rate over time: This data is
collected from our deployment logs. The x-axis shows the length of
the cache simulation. For each user, we record iTrustPage’scache
hit rate, and the y-axis shows the median cache hit rate.

ically or through user intervention, iTrustPage caches this
information. In this way, iTrustPage does not need to dis-
rupt the user on any subsequent visits to the same Web form.
Over time, iTrustPage builds a cache of legitimate forms on
users’ machines, disrupting the user less and less often. Fig-
ure 6 shows the average cache hit rates over time for our
deployment logs. While iTrustPage’s cache hit rate is 32%
over one day, the hit rate increases to 42% after one week,
and to 54% after two weeks. This confirms that iTrustPage
will disrupt users less and less over time.

Finally, we examine how often users have to revise their
search terms to validate Web forms, using the data collected
in our Deployment logs. On the left, Figure 7 presents a
breakdown of iTrustPage’s outcome during manual interven-
tion. Based on these results, we find that 78% of the time,
users can find their desired form in the top 10 Google re-
sults. In this case, iTrustPage immediately returns to the de-
sired Web form and allows the user to proceed. In 15% of
the cases, the user clicked on a visually similar Web form
presented by iTrustPage. These cases correspond to either a
phishing form or a form with multiple URLs in different do-
mains. Finally, iTrustPage could not validate the form 7% of
the time. In these cases, iTrustPage allowed users to proceed
after raising a warning.

On the right, Figure 7 illustrates how many attempts the
users needed to revise their searches, for those searches that
were eventually found in the top 10 search results. In 71%
of the cases, the first search was successful. In 9% of the
cases, users refined their search at least twice before the form
was found in the top 10 results. This suggests that refining
searches helps users validate their desired Web forms.

4.3 Usability Study

The goal of our usability study is to evaluate how well
iTrustPage works in a controlled environment, and to ob-
serve how users interact with our tool. We start by describ-
ing the methodology of our study, and then we present our
results.
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Figure 7. Revising search terms:On the left, we present a break-
down of the outcomes of iTrustPage’s interactive site validation.
On the right, we present a breakdown of the number of times users
searched until the intended Web form appeared in the top 10 search
results.

4.3.1 Methodology

Before performing the usability study, we obtained ap-
proval from the Ethics Committee at the University of
Toronto. The review process lasted 36 days. Once ap-
proved, we performed a study with 15 participants mainly
recruited through posters and mass e-mailing. This resulted
in 5 women and 10 men volunteering for the study. In terms
of their occupation, we had 6 graduate students, 8 undergrad-
uate students, and 1 non-student. Only three participants de-
clared Computer Science as their area of study.

The participants performed the following four steps:

• After signing a consent form, the participants filled out a
preliminary survey. The role of this step was to collect back-
ground information about the participants, such as whether
they are students, what program they are enrolled in, how fa-
miliar they are with the Web, and whether they know what a
phishing attack is.

• We presented how iTrustPage works. We described our
tool’s goal and we performed a step-by-step demonstration
of three possible outcomes of our tool: (1) a legitimate Web
site that iTrustPage can automatically validate, (2) a phishing
Web site for which iTrustPage suggests alternate reputable
Web sites, and (3) a legitimate, but highly unpopular, Web
site for which iTrustPage cannot find any suitable alterna-
tives, eventually raising a warning before allowing users to
proceed.

• We asked the participants to perform the following six
tasks:

1. Perform a common task: a simple search on Harvard’s
site.

2. Perform a common login: login to PayPal.
3. Perform a less common task: search for ATMs in a

specific zip code on Bank of America’s Web site.
4. Perform a less common login: login to the New York

Times’s Web site.
5. Perform a login on a phishing form: login to a Web
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Figure 8. Results of the questionnaire asking the participants
whether iTrustPage was easy to use and whether they felt safe
performing the tasks. Overall, participants found the tool harder
to use as they had to perform additional searches. However, they
did not feel less safe: participants felt surprisingly consistent when
performing all tasks, including the phishing one.

form phishing PayPal. The Web form’s URL displayed
http://pay-pal.com/paypal/.

6. Perform a login on a highly unpopular form: login to
our research group’s WiKi page.

We gave the participants full instructions on how to per-
form the tasks, such as account information to login on Pay-
Pal and New York Times, and a specific zip code number
(90210). We also assisted each participant individually in
case they had questions. However, we did not suggest any
search terms, nor did we tell them what forms to select from
the top 10 Google results. However, when users did not know
how to proceed, we reminded them of how our tool works.

After each step, the participants were asked to rate the
difficulty of the task using a standard methodology found in
usability studies: the Likert scale [34]. This is a five-point
scale, asking users to whether the task was “Very Difficult”,
“Difficult”, “Neutral”, “Easy”, or “Very Easy”. We asked
users whether they are satisfied with using iTrustPage and
whether they feel safe when performing the tasks.

• Finally, we asked the participants to fill out a final ques-
tionnaire with their overall impressions about iTrustPage.
Throughout the entire study, we encouraged participants to
verbalize their thought process and their impressions. We
recorded all their comments before, during, and after com-
pleting the tasks.

4.3.2 Results

Figure 8 shows the opinions of the participants with re-
spect to the ease of using the tool and to their sense of se-
curity for each of the six tasks. With each additional task,
the participants feel that interacting with our tool becomes
more difficult. This is correlated with the difficulty of the
tasks; for the early tasks iTrustPage remains mostly transpar-
ent, whereas for the final task users must keep refining their
search until iTrustPage decides that it should let them pro-
ceed after raising a warning. The participants’ sense of se-
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Figure 9. Post-study questionnaire:Participants agreed that they
would trade-off usability for increased protection against phishing
attacks. Also, many participants indicated they would stopbanking
online if phishing becomes prevalent.

curity was much less variable from task to task. This seems
to suggest that participants did not become intimidated by
iTrustPage’s messages and instructions.

iTrustPage helped all participants detect the phishing
form (task 5). While some participants already suspected the
form was illegitimate (for example, some started to mention
the presence of the ’-’ symbol appearing in the URL), others
initially thought the phishing form was in fact “PayPal” (for
example, one participant mentioned “Clever – I can see how
easy it is to be mislead! pay-pal vs paypal.”) Once iTrust-
Page presented a preview of the alternate Web sites, all the
participants chose the correct Web site (paypal.com).

The final task required participants to login to our group’s
WiKi page. Google does not index this page. To login, par-
ticipants must search for the form five times until iTrustPage
allows them to proceed after raising a warning. Not surpris-
ingly, most of the participants expressed irritation at some
point during this task. One participant mentioned, “But the
last task did really require some work to go through. I was
not very happy to see ‘You must refine your search three
more times’. Over time, I would probably be annoyed and
then uninstall iTrustPage.” Another mentioned, “ It was con-
fusing that iTrustPage asked me to refine my search so many
times because I did not know why it was requesting it. I
thought that refining would search within the previous re-
sults.” Many participants suggested to create a “Bypass” op-
tion instead.

We believe this task exposed the fundamental trade-off
between security and usability. When we designed iTrust-
Page, we deliberately made the tool “irritating” if the form
cannot be found in an external repository of information such
as Google. We believed that by making the clearance pro-
cess inconvenient, users would pay more attention to their
actions. While our findings show that we succeeded in mak-
ing it less convenient for users to proceed, we could not de-
termine or quantify the amount of “extra security” gained
in exchange. In the future, we might revisit this tradeoff
based on the feedback that certain users would have unin-
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stalled iTrustPage.
Once the participants completed their tasks, we asked

them to fill in a final questionnaire. Figure 9 summarizes
their answers. While the participants were neutral on how
easy to use and how secure iTrustPage is, they all agreed that
protection against phishing attacks is important and that us-
ing anti-phishing tools is important even when they are not
very easy to use. More alarmingly, many participants in-
dicated that they would stop doing their banking online if
phishing attacks become prevalent. The participants appear
to be taking the phishing threat very seriously.

At the end of the study, we had numerous informal dis-
cussions with the participants. The consensus was that they
like the behavior of iTrustPage with the exception of the final
task. Several of the participants mentioned that with a little
bit of “polish” on the user interface, the final task could also
work well. Another participant mentioned, “It’s very cool...
very interesting... very needed ... I don’t like purchasingon-
line... A tool that would allow me to trust [the page] would
open whole new worlds.”

5 Conclusions
This paper presents iTrustPage, a tool for preventing users

from filling out Web phishing forms. iTrustPage relies on
two key observations: (1) user input can be used to disam-
biguate between legitimate and phishing sites, as long as the
interaction with the user is simple and intuitive; and (2) In-
ternet repositories of information can be used to assist the
user with the decision making process.

Our results show that iTrustPage is effective and easy-to-
use. Specifically, we found that:

• iTrustPage’s performance overhead is negligible in
terms of both bandwidth and latency.

• iTrustPage automatically classifies 32% of the online
U.S. banks, online escrow services, and online travel
agencies as legitimate.

• 40% of sites visited by typical Internet users can be au-
tomatically classified as legitimate.

• Over time, iTrustPage’s cache hit rate increases, leading
to fewer user disruptions.

• iTrustPage is easy to use: when searching to validate
their Web forms, users can find their desired form in the
top 10 search results 78% of the time.

• Our usability study shows that users like the tool more
when they experience fewer disruptions. Another find-
ing of our usability study is that many users would stop
banking online, once phishing becomes prevalent.

These findings show that iTrustPage’s approach of rely-
ing on user input and on external repositories of information
shows promise. In the future, we intend to examine addi-
tional strategies to incorporate these insights into otherIn-
ternet security tools.
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