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Abstract: Despite the existence of many peer-to-peer
systems, some of their design choices and implications are
not well understood. This paper compares several dis-
tributed and peer-to-peer systems by evaluating a key set
of architectural decisions: naming, addressing, routing,
topology, and name lookup. Using the WWW, Triad, and
Chord/CFS as examples, we illustrate how different archi-
tectural choices impact availability, redundancy, security,
and fault-tolerance.

1 Introduction

Peer-to-peer systems are the latest addition to a
family of distributed systems whose goal is to share
resources across their participants. Previous mem-
bers of this family include the WWW, distributed file
systems, and even the telephony network. To com-
pare these systems, one can decompose them along
the following design axes, which are an extension of
those proposed by Shoch [9] and Saltzer [7]:

Content name: A name describes what a user is
looking for, such as a file name in a file system.

Host address: An address describes where a re-
source is, for example, an IP address describes where
a host resides in the Internet.

Routing mechanism: A route describes how to
get to a destination. A routing mechanism (such as
BGP across Internet autonomous systems, or ASs) is
used to discover or disseminate routes.

Network topology: Topology describes the set of
physical or logical links between hosts.

Lookup: Bindings between names and addresses
are registered in the system. Participants use a lookup
mechanism that resolves a name into an address,
based on the registered bindings.

These design axes represent one possible frame-
work to reason about the architecture of a system.
Although this framework is clear in the abstract, in
practice real systems often blur the distinction be-
tween some of these axes. For example, NAT blurs
routing and lookup by introducing a name transla-
tion mechanism so that non-routable IP addresses

can be “bridged” to the routable Internet. Addition-
ally, IP addresses are converted into MAC Ethernet
addresses in a manner similar to name translation.
However, we believe that our decomposition is use-
ful both when designing and analyzing a system, and
that, by mapping design choices along these axes, we
can learn about the trade-offs made by each system.

In this paper, we compare the designs of
three different distributed architectures: the WWW,
TRIAD [5], and Chord/CFS [2] (as a representative
of recently proposed peer-to-peer architectures [3, 6,
10]). We then derive several performance, security,
and robustness implications that result from their de-
sign choices.

1.1 The World Wide Web

The WWW is perhaps the most ubiquitous, pop-
ular, and successful distributed system. The WWW
enables clients to retrieve hyperlinked content.

Names: Web content names are drawn from an in-
finite space of globally unique Uniform Resource Lo-
cators (URLs), which are structured as a fully quali-
fied domain name (FQDN) combined with a locally
unique relative URL [1, 4]. The right to bind an
FQDN to an IP address is controlled by hierarchi-
cal delegation, and the right to bind relative URLs is
controlled by local policy.

Addresses: WWW addresses are globally unique,
hierarchically organized IP addresses of Internet
hosts (servers, clients, caches, or intermediate
routers). There is a finite but large number of IP ad-
dresses; addresses are allocated in ranges from a cen-
tralized authority, and address assignment rights are
delegated locally within these ranges.

Routing: Routing in the WWW is a combination
of Internet routing protocols, including BGP, IS-IS,
and OSPF. Routing decisions are driven by business
policy and performance. The ability to route to an IP
address is the result of advertising that address on a
routing protocol. There is little control over the right
to advertise, as there is typically a lack of authentica-
tion and access control in routing protocols.
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Figure 1. The TRIAD architecture. A name request
(google.com) is forwarded by intermediate relays toward
the “best” content replica.

Topology: The WWW topology is based on the
physical topology of Internet hosts. This topology
is roughly hierarchical, consisting of interconnected
autonomous systems and subnetworks within them.

Lookup: FQDNs within URLs are resolved to IP
addresses through the domain name system (DNS);
relative URLs are resolved and bound locally by
servers. DNS itself is another distributed system;
however, the WWW could replace the DNS lookup
mechanism with no semantic loss, as is proposed by
TRIAD.

1.2 TRIAD

TRIAD defines a content layer that replaces the
Web’s address-based routing with a name-based
routing protocol. An individual piece of content is
advertised by each server replica, so that lookup re-
quests are directed from clients along intermediate
routers (relay nodes) to servers, and back along the
same path. Each relay node maintains a set of name-
to-next-hop mappings, just as an IP router maps ad-
dress prefixes to next hops. When a request for a
content name arrives, a relay looks up the name and
forwards the request toward the “best” server replica.
Once the request reaches a relay responsible for a
server replica, that relay sends back a response con-
taining the server’s address (Figure 1).

Names: Similar to the Web, TRIAD resources are
objects spread across servers. Although TRIAD’s
content namespace does not require a specific struc-
ture, content names are routing table entries, and
therefore need to aggregate. Because URLs are hi-
erarchical, TRIAD suggests using the Web’s URL
namespace for content naming.

Addresses: TRIAD’s addresses are a composition
of two namespaces: globally unique IP addresses of
AS, and locally unique IP addresses within each AS.
This results in a finite but very large address space.
While the inter-AS address space is controlled by a
centralized authority, each intra-AS address space is
managed locally by its AS.

Routing: TRIAD uses a name-based, BGP-like
routing protocol called NBRP, which distributes
name suffix reachability messages. The ability to
route to a name is the result of advertising that name
across the NBRP protocol.

Topology: TRIAD’s topology can be arbitrary,
consisting of logical links between relay nodes over
which NBRP messages flow. For performance rea-
sons, it is suggested that TRIAD’s topology should
reflect the physical Internet topology.

Lookup: TRIAD unifies lookup and routing: re-
solving a name into an address is achieved by routing
the name to its destination. Once the destination ad-
dress is found, the lookup reply is routed back to the
source on the same path.

1.3 Chord/CFS

All hosts in Chord/CFS-style peer-to-peer systems
serve three roles; they act as servers, clients, and in-
termediate routers. This symmetry of roles has sev-
eral design implications.

Names: In Chord, each piece of content is named
with a Chord identifier, obtained by hashing the con-
tent into 160 bits. The content namespace is flat,
large, and uniformly populated.

Addresses: Chord’s address namespace is struc-
turally identical to the content namespace. Addresses
are obtained by concatenating a host’s IP address
with a small virtual host number, and hashing the re-
sult into a 160 bit address. Because addresses have
160 bits, they are probabilistically globally unique in
the system.

Routing: Since the content and address names-
paces are equivalent, routing can be thought of both
as address-based, like the Web, or name-based, like
TRIAD. Unlike the Web or TRIAD, any participat-
ing Chord host acts as an intermediate router. Rout-
ing in Chord is simple: each host directs queries to
the neighbor whose address is closest to the name
according to a pre-determined lexicographic order.

Topology: Chord’s overlay network topology is
a deterministic function of participating peers’ ad-
dresses. Each peer has a successor and predeces-
sor based on a total ordering of addresses, and each
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Figure 2. Routing and lookup are unified in TRIAD
and Chord. Chord’s name and address spaces are iden-
tical, and its topology is a deterministic function of
names/addresses.

peer maintains logarithmically-sized “finger table” of
connections to other peers. Although stale finger ta-
ble entries are tolerable, they act as shortcut routes
and their freshness ensures efficient routing.

Lookup: Like TRIAD, Chord unifies lookup and
routing. Since the content and address namespaces
are equivalent, the identity function is sufficient to
bind names to addresses: a name is bound to the ad-
dress which is the content name. Name resolution is
done by routing the name through the network.

1.4 Summary

A summary of the systems’ designs is given in
Figure 2. This decomposition has served to illustrate
important differences between these systems. For in-
stance, in Chord, binding of names to addresses is
done by the identity function and the topology is a de-
terministic function of host addresses. In both Chord
and TRIAD, lookup is unified with routing. We now
discuss the implications of these design differences.

2 Names and Addresses

In this section, we explore how content names and
host addresses are created and bound to each other in
our three systems.

2.1 The World Wide Web

Binding names to IP addresses is controlled by the
use of DNS as a lookup mechanism. The hierarchical
nature of DNS imposes structure on content names,
but it also serves to delegate binding rights to author-
ities that own subtrees of the namespace. While any
Web server can create an infinite number of URLs,

binding them to IP addresses is restricted by the abil-
ity to register FQDNs within a particular DNS sub-
tree. As a result, a malicious Web server cannot pol-
lute the global namespace by registering a large num-
ber of dummy or otherwise harmful names, nor can
it attack another Web server’s content by duplicating
its URLs.

There is a similar hierarchical delegation of IP ad-
dress assignment rights within the Web. An individ-
ual may be able to control the assignment of a large
but finite number of IP addresses; for instance, MIT
owns a class A subnet, allowing it to assign 224 ad-
dresses, but all within a fixed range. However, it
is difficult for a malicious host to hijack an IP ad-
dress outside of its allocated range, as this involves
injecting false routing advertisements into the net-
work. Although they both are hierarchical, the name
and address namespaces in the Web are completely
independent: control over one does not grant control
over the other.

2.2 TRIAD

In TRIAD, lookup and routing are unified. As a
result, the binding of a name to an address is accom-
plished by advertising a route across the TRIAD net-
work, and lookup is performed by routing a name to
its destination. Similar to the Web, the ability to cre-
ate a name in TRIAD is unrestricted. Restrictions on
binding rights must be enforced by the routing infras-
tructure; to date, this issue remains unresolved.

Addresses in TRIAD are the composition of glob-
ally routable IP addresses assigned to ASs, and lo-
cally routable IP addresses within ASs. The authority
to assign routable addresses is therefore split across
two levels. Similar to the Web, a centralized nam-
ing authority delegates globally visible IP ranges to
ASs, and ASs enforce local policies for address as-
signment. Therefore, individual hosts in TRIAD typ-
ically cannot affect globally visible IP assignment.

Because name routing in TRIAD involves routing
advertisements and routing table formation, the abil-
ity to aggregate names is important for scalability. As
a result, the content namespace must be hierarchical
(or otherwise aggregatable) in practice. For this rea-
son, TRIAD content names are modeled after URLs.

2.3 Chord/CFS-style Peer-to-Peer Systems

Since the peer-to-peer content namespace is flat,
the responsibility for managing content is randomly
distributed across the address namespace. The in-
sertion of a name-to-address binding (i.e. publish-



ing content) into the system causes some host to ac-
cept the responsibility and incur the cost of managing
that content. Thus, unless the right to insert a name-
to-address binding is controlled, any host can cause
unbounded amounts of effort and storage to be ex-
pended across the system. Furthermore, attacks on
specific victims are also possible. For example, an
attacker could overwhelm a targeted victim address
with content, or even cause the targeted host to store
undesirable or illicit content. In contrast, in the Web
and TRIAD, binding a name to an address does not
cause the host to store the content, making such at-
tacks impossible.

The set of content names associated with an ad-
dress is also deterministic. If hosts are allowed to
select their own addresses, they can use this deter-
ministic mapping to control access to specific content
names. In Chord/CFS, the ability to create an address
is restricted by limiting hosts to using hashes of their
IP addresses concatenated with a small “virtual host”
number. An attacker who has assignment rights over
O(number of Chord nodes / max virtual hosts) IP ad-
dresses can control arbitrary content in the system.

3 Routing, Lookup and Topology

In this section, we discuss the consequences
of unifying routing and lookup in TRIAD and
Chord/CFS, in contrast to the Web. Furthermore, be-
cause Chord’s topology is a function of its address
space, several unexpected implications emerge af-
fecting the system’s redundancy, availability, fault-
tolerance and security.

3.1 The World Wide Web

The structure of the WWW is mapped directly
onto the Internet’s physical topology: Web servers
and clients are addressed by their IP addresses, and
the routing of data between them is performed us-
ing IP routing protocols such as BGP, IS-IS, and
OSPF. Infrastructure such as content-delivery net-
works and caching hierarchies extend the name-to-
address lookup mechanism, but the result of a lookup
is still an IP address of the host that will serve the
data.

In the WWW, routing policy can be selected inde-
pendent of both physical topology and content. This
flexibility allows policy to be driven by efficiency,
business rules, or even local physical characteristics.
Routing policy can be altered without affecting nam-
ing, binding, or content placement. It is common for
ISP operators to adjust policy to achieve a financial

or traffic balancing goal; however these adjustments
are functionally transparent to the rest of the system.

It is possible to engineer redundancy (and hence
higher availability) at two levels in the Web. At the
routing level, redundant physical routes provide al-
ternate paths for data transport between clients and
servers. At the name binding level, binding the same
name to multiple addresses allows clients or middle-
ware to fail over to an alternate address if one desti-
nation becomes unavailable.

The endpoints of a Web transfer (servers and
clients) are, in general, physically distinct from
routers. This physical separation of roles has sev-
eral benefits. Different degrees of trust can be asso-
ciated with different roles; for example, core Inter-
net routers are more protected and trustworthy than
Web clients or servers. Hosts can be provisioned
and optimized for their specific roles; a high-speed
router needs different hardware, OS, and software
support than a Web server or client. Finally, side-
effects of host failures are isolated with respect to the
role they play. A Web server failure does not affect
the routability of IP addresses, and a router failure
doesn’t affect content availability (unless the failure
partitions the network).

3.2 TRIAD

In TRIAD, because routing is the content name-
to-address lookup mechanism, routing policy can
no longer be selected independently of content. If
TRIAD’s network topology mirrors the physical
topology of the Internet, as suggested by the au-
thors, then an efficient routing policy is enough to
enable clients to route requests to their topologi-
cally “nearest” content replica. This only works be-
cause TRIAD can route on arbitrary topologies, un-
like Chord/CFS-style peer-to-peer systems, as dis-
cussed below.

TRIAD also supports two levels of redundancy.
Multiple name-to-address bindings are attainable by
replicating content on additional routable destina-
tions; if one destination fails, the content is avail-
able at the replicas’ addresses. This replication tech-
nique is possible because TRIAD routing uses con-
tent names rather than host addresses. In addition,
from a given source, there may be multiple routes
to a destination name. Thus, the failure of a link in
TRIAD does not necessarily cause content to become
unavailable.

Because TRIAD supports routing over arbitrary
topologies, it is possible to construct a topology in



which content servers are never intermediate nodes
in a route, and therefore servers do not need to par-
ticipate in the routing of requests. Thus, content host-
ing and routing are still separable roles, enabling the
same separations of trust, provisioning, and failure as
the Web.

3.3 Chord/CFS-style Peer-to-Peer Systems

The topology of Chord/CFS-style peer-to-peer
systems is a deterministic function of the set of par-
ticipating addresses. As a side-effect, routing tables
need not be advertised across the system, eliminating
one cause of overhead. Routing tables, approximated
by finger tables in Chord, are constructed by each
peer upon its entry to the system, and lazily updated
to reflect the departure of its neighbors. If finger ta-
bles are kept up-to-date, the carefully chosen topol-
ogy bounds lookup route lengths by log(# peers).

The content name and address namespaces in
Chord/CFS are unified, which allows binding to be
the identity function: the content name is the ad-
dress towards which a peer routes requests. When
combined with Chord’s deterministic topology, this
implies that all peers are expected to serve both as
routers and content destinations. These roles are in-
separable: a peer cannot choose an address that will
relieve it of routing responsibilities, and the topology
cannot be engineered to relieve content destinations
of routing responsibilities. However, roles no longer
need to be explicitly assigned, and the topology need
not be explicitly constructed; they are determined as
peers join and leave the system, vastly simplifying
and decentralizing the administration of the system.

Redundancy in Chord/CFS can occur at multiple
levels. Because binding is the identity function, it is
impossible to bind the same content name to multiple
addresses. However, a naming convention can assign
aliases to any given content name; unlike TRIAD or
the WWW, redundancy at this level is not transparent
to the user, since it is exposed in the content names-
pace. A second level of redundancy exists within the
overlay itself. There are on the order of log(# peers)
mutually disjoint routes between any two given ad-
dresses. As long as routes fail independently, this
provides a high degree of availability to the system.

The Chord/CFS network is an overlay that maps
down to a physical IP network. Redundancy can be
added to the physical network, but since the over-
lay topology is a function of Chord addresses that
involves a randomly distributed hash function, phys-
ical locality is diffused throughout the overlay. Ac-

cordingly, it is difficult to predict the effect of physi-
cal network redundancy on the overlay network. For
example, the failure of a network link will manifest
itself as multiple, randomly scattered link failures in
the overlay.

The diffusion of physical links across the logi-
cal Chord network tends to amplify the bad proper-
ties of a system, but not its good properties. If any
link within a lookup path has low bandwidth, high
latency, or low availability, the entire path suffers.
Conversely, all links within a path must share the
same good property for the path to benefit from it.
Thus, a single bad physical link can “infect” many
routes. As was measured in [8], 20% of the hosts in
popular file-sharing peer-to-peer systems connect to
the Internet over modems. Since Chord overlay paths
traverse essentially random physical links, a simple
calculation reveals that for a network of 10,000 peers
with similar characteristics to those in [8], there is a
79% probability that a lookup request encounters at
least one modem.

As another example, it is possible for a single
physical link failure in the Internet to cause a large
network partition. Consider a worst-case failure that
separates an AS from the rest of the Internet: as
long as all Web content within that AS is repli-
cated outside of it, all content is available to all non-
partitioned clients. However, in Chord, the num-
ber of failed routes that this single link failure will
cause is proportional to the number of Chord ad-
dresses hosted within the partitioned AS, and these
failed routes will be randomly distributed across both
peers and content.

A final implication of the deterministic nature of
routes in Chord/CFS-style systems is that it is possi-
ble for an attacker to construct a set of addresses that,
if inserted into the system, will intercept all lookup
requests coming from a particular member of the sys-
tem. Even though mechanisms exist to prevent a peer
from selecting arbitrary addresses, if a peer can insert
enough addresses, it can (probabilistically) surround
or at least become a neighbor of any other peer.

4 Summary

We presented a design decomposition of the
WWW, TRIAD [5] and Chord/CFS [2] (as represen-
tative of recent peer-to-peer architectures [3, 6, 10]).
This decomposition allowed us to describe funda-
mental system design differences: (1) in Chord/CFS,
the content and address namespaces are equivalent,
as opposed to WWW and TRIAD; (2) Chord’s net-
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work topology is a deterministic function of its
content and address namespace and (3) unlike the
WWW, in both TRIAD and Chord, lookup and rout-
ing are unified. These differences have unexpected
consequences, some of which can have serious im-
plications to these systems’ availability, security, re-
dundancy and fault-tolerance (Figure 3).
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